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1. Generating RV of “Sum of RVs”

1) Sum of Uniform Distribution

.set obs 1000

.for num 1/12: gen xX=uniform()  ( Uniform Distribution (see ‘edit’)

.gen sumx =0

.for num 1/12: replace Sumx=Sumx+xX

.graph, bin(25) norm

2) Sum of Skewed Bernoulli Distribution

.clear     

.set obs 1000

.for num 1/12: gen xX=uniform() >.9  ( Skewed Bernoulli Distribution!!! 

.gen sumx=0

.for num 1/12: replace sumx=sumx+xX

.graph, norm

2. Sampling without Replacement and a Correction Factor

1) When n is large relative to N

: SD(the sample mean) = [SD(the population
)/sqrt(n)]*sqrt[(N-n)/(n-1)]  

( (1) Each component of the sample is a RV from the same distribution (which is “population”) and therefore, has same SD with each other
 

    (2) In sampling without replacement from the population, each draw leaves the composition of the box slightly different, and thus changes the probability of getting specific value on the next draw.  Therefore, we need a correction factor to get a good estimate of the standard deviation of the sample mean (or “standard error”)
 

    (3) Important!! Note that we need a correction factor when we are trying to estimate the SD of the sample mean (unknown) using the SD of the population (known) (NOT VICE VERSA!!!) e.x. sqrt[(p*(1-p)) /n] => SD of the mean of n trials

2) When n (“size of the sample”) is small relative to N (“size of the population”)

: SD(the sample mean) = SD(the population)/sqrt(n)  ( We don’t need to use a correction factor when we calculate SD of the sample mean since N-n/N-1 ~ 1. 

3. Estimating SD of the population using SD of the sample: “Sample Variance, S^2
” as an unbiased estimator of population variance

Things that you need to know to calculate the variance of the sample mean…
1) Variance of the population
 ((^2 = E(xi-()^2= (((xi-()^2)/N)

2) Variance of the sample mean
 ((^2/n = E(xi-()^2/n= (((xi-()^2)/n*N)

3) Variance of the sample
 ((s^2 = E(xi-xbar)^2 = (((xi-xbar)^2)/n)

4) “Sample Variance” (s^2 = ((s^2)*n/n-1 = (((xi-xbar)^2)/n-1)

“Huuum…all this hassle comes from the need to calculate the variance of the sample mean using a sample of x instead of a sample of a bunch of mean of x…..(This is why we are saying that you can generate the variance of the sample mean when you have only one sample mean). Also….the lack of creative wordings….(Yes, I mean the variance of the sample is not same with the sample variance…) Anyway, it should be ’relatively’ easy to follow up to the point that we estimate the variance of the sample mean using the variance of the population (as shown somewhere at the above section).  Next, the important thing to remember is that when the population variance is not available, we replace it with ‘sample variance’ instead of ‘the variance of the sample’ regardless of the sample size to get an unbiased estimator of the population variance. In short, 

1) We assume, 

: N is large enough that samplings ‘with’ and ‘without’ replacement make little difference (accordingly, we don’t worry about a correction factor!!! Yeah!) 

: We are trying to estimate ‘SD of the sample mean’ using the ‘SD of the population’ but the latter is not available.
2) The sample mean as an estimator for an underlying population parameter (
: Sample mean ~ N((, Variance of the population/n) …………….($) 

In other words, sample mean has an approximately normal distribution with mean ‘(’ and variance ‘variance of the population/n’. 

( 1) “Note that n is the number of observations of the sample (or “sample size”), not the number of samples!!!” 2) Also note that we used the variance of the population to estimate the variance of the sample mean (‘Variance of the population/n’ = variance of the sample mean) 3) Again, sqrt(Variance) = SD, or standard deviation

: or, z ~ N(0,1) whereas z = (sample mean-()/SD of the sample mean
3) Estimating the variance of the sample mean from the population variance when the latter is unknown: The ‘sample variance’ (s^2) as an unbiased estimator for an underlying population variance ((^2)

: Now, since the population variance is not available, the best thing is to use the variance of the sample. The problem is the variance of the sample tends to be systematically smaller than the true variation
 and thus is a biased estimator. Therefore, we multiply ‘the variance of the sample’ with n/(n-1) in order to make it an unbiased estimator (!! note that it makes the value a bit bigger), and call it ‘sample variance’. 

: Sample mean ~ N((, ‘Sample Variance’/n) …….compare with ($) 

, whereas, ‘Sample Variance(s^2)’ = the variance of the sample * n/(n-1)

In short, 

a) Variance of sample mean (unknown, and NEED TO KNOW) ( b) the variance of the population (unknown, COULD BE USED but unavailable) ( c) the variance of the sample (known, COULD BE USED but biased) ( d) “sample variance” (known, CAN SAFELY BE USED because it is unbiased)” 

b)( a) multiply with a correction factor (N-n/N-1) when n is large relative to N, while it is the case ‘without replacement’ (In this section, we ‘assumed out’ such cases) ( size of the sample matters! 

d) (c) multiply always with (n/(n-1)) so that we can get an unbiased estimator of the population variance ( size of the sample does not matter!!!

4. What is 95% CI of the sample mean and what does it mean?

:95% Confidence Interval is ‘the interval on either side of the sample mean that would take in 95% of the area under the probability distribution for the sample mean’
 , or [sample mean - 1.96*(/sqrt(n), sample mean + 1.96*(/sqrt(n)] (( Note that it is the ‘interval,’ not the length of it. Cf. IQR = value of the 75% quartile – value of the 25% quartile) 

: (Interpretation) “If we draw samples repeatedly (!!! with same sample size of ‘n’ each case ( n is a sample size, not the number of drawings), 95 out of 100 times, the 95% confidence interval of each sample would cover the true mean, (”
� Check out the changes of the mean and standard deviation of each RV (refer to the spreadsheet and ‘graph’ outputs for several variables for a general picture and ‘sum’ result) 


� Not ‘the population mean (()’!  ( is a constant, and does not vary. Also, in this example, we assume that we already know the SD of the population. 


� SD of the first observation = SD of the second observation = SD of the whole population (“Note that each observation is a Random Variable in sampling case!”) 


� Lecture note, Central Limit Theorem and the Law of Large Numbers, p. 7


� ‘sample variance(, or s^2)’ is an adjusted variance of the sample to produce an unbiased estimator of the population variance, and hence is  not same as ‘the variance of the sample’, since the nominator is ‘n-1’ instead of ‘n’. 


� You can also call it ‘population variance’


� Or squared ‘standard error’ 


� Surely it CANNOT be called, ‘sample variance’ because the latter is being used in different sense. Be sure not to confuse these two…


� As Jim mentioned, note that the variance of the sample comes partly from subtracting the sample mean from the value of each component, with the sample mean being affected by the components of the given sample.


� Lecture Note, Hypothesis Tasting, p.3





